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Whisper

• 680,000 hours of web data

• Multitask training:
• multilingual ASR
• speech translation
• language identification
• voice activity detection

• Different sizes:
• tiny – 39M
• base – 74M
• small – 244M
• medium – 769M
• large – 1550M



Speech Recognition with Whisper



Whisper new tasks?

Emergent Ability of Foundation Models



Related Work



Related Work



Audio Classification Tasks



Prompting Whisper for Audio Classification



Task Calibration: Prior-matching



Task Calibration: Null-input



Prompts



Baseline: CLAP



Main Results



Results of Null-input Calibration



Distribution of Predictions on RAVDESS



Parameter Size vs Average Accuracy 



Ablation of Prompts on RAVDESS



Ablation of Prompts on All Tasks



Conclusions

• The first to examine the emergent ability of foundation ASR models on 
audio-classification tasks

• Zero-shot prompting of Whisper can yield effective performance

• Calibration methods can be used to readjust the output distribution for 
better task alignment

• Performance increases with model size, implying that as ASR 
foundation models scale up, they may exhibit improved zero-shot 
performance



Thank you for listening!


