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Figure 1: ASR system adaptation with text from the target domain. | Table 3: CERs (%) of adapted RNN-T models on the eBook search and medical
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from the target domain. external NNLM and n-gram LM are trained with ONLY target domain text data.

» Language Model Fusion:

» E2E ASR Model: : » ILME-ADA largely improves ASR performance on the target
\ Experiment Setup domain while minimally influencing general domain performance.
W = arg max log po( W|X)
| » For the baseline ASR systems, we train LAS and RNN-T models
> Shallow Fusion: on over 100k hours of speech data covering a wide range.
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Table 4: Percentage of tokens satisfying different conditions in ILME-ADA decoding

» In real-life scenarios, the incoming speech can be switched results on RNN-T with NNLM fusion.
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